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This paper aims to find out how intense the competition between Polish commercial banks is in the loan 
market. Using Panzar-Rosse H-statistics and employing several estimation techniques (GLS, one-step 
GMM and two-step GMM), we find that this intensity is sensitive to the estimator applied. Upon the 
analysis of results, it can be concluded that competition evolved differently over the years in Poland. In 
some years, competition was rather high as the H-statistic reached the level of 0.75, which is relatively 
close to perfect competition. In other years, it gradually decreased reaching its lowest value in 2010, 
and showed an upward trend in 2011 and 2012. Generally, the values of our competitive environment 
measure indicate monopolistic competition in Poland.
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1. Introduction

In the banking sector, unlike other sectors of the economy, competition 
policy must be designed with due consideration of the interaction between 
competition and bank risk-taking. On the one hand, greater competition may 
be good for (static) efficiency of banks (Allen and Gale, 2003). On the other 
hand, however, it may also result in higher risk taken by banks. This excessive 
risk-taking, by threatening the solvency of particular institutions, may give 
rise to financial instability of the entire banking system at an aggregate level 
(Jimenez et al., 2010). As proven for other industries, competition is likely 
to have far-reaching implications for economic growth, productivity, finan­
cial stability and, consequently, consumer welfare. Theoretical and empirical 
research that can assess the extent of competition in banking, therefore, has 
important implications for government agencies responsible for the effective 
regulation and supervision of the financial system (Beck et al., 2004; Boyd 
and De Nicoló, 2005; Boyd et al, 2006; Berger et al, 2009; Samaniego, 2010).

This paper’s objective is to assess the intensity of competition in the Polish 
banking sector in its lending market. Previous studies which present the mea­
sures of competition include many papers in which the Polish loan market is one 
of many markets under investigation (see e.g. Beck et al., 2004; Claessens and 
Laeven, 2004; Turk-Ariss, 2010; Agoraki et al., 2011; Beck et al., 2013; Mirzaei 
et al., 2013). This research gives one average measure of competition calculated 
for several years, based on annual financial data available in the Bankscope 
database. Its serious drawback is also the measurement of competition using 
market structure indicators (Beck et al., 2004, Agoraki et al.; Mirzaei et al., 
2013). Much more detailed insight into the competition intensity is given by 
the research by Pawłowska (2010, 2012) as it gauges its levels using tools well 
grounded in the New Empirical Industrial Organization literature, such as the 
Lemer index or Panzar-Rosse H-statistics. The measures of competition are, 
however, obtained with the application of annual financial data.

In this paper we aim to measure the competition intensity in the bank 
loan market in Poland using a well grounded approach introduced by Panzar 
and Rosse (1987) and developed in many previous studies (for references 
see Tables 1 and 2). We hypothesize that competition in the Polish bank 
loan market may be described as monopolistic competition. Following a 
theoretical paper by Ruckes (2004), who suggests that a business cycle may 
affect competition, we put forward a hypothesis that competition in the 
banking market in Poland depends on the macroeconomic environment.

Our study is different from previous ones in several respects. First, in con­
trast to the previous research, which uses annual data, we apply the methodol­
ogy used in the estimation of the H-statistics to a unique dataset of individual 
banks’ quarterly financial items spanning the years 2008-2012. Second, as we 
use quarterly data, we are able to assess the competition intensity for each 
subsequent year in the period of 2008-2012. An analysis of evolution of the
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Panzar-Rosse H-statistics in each of the years should give some insight into 
the impact of changing macroeconomic environment on competition intensity. 
Third, as the quantified level of competition may be sensitive to the estima­
tion technique, we use several estimation methods -  that is, besides traditional 
ordinary least squares, also fixed effects generalized least squares as well as 
dynamic methods, i.e. one-step GMM and two-step GMM. Such a method­
ological approach produces more precise measures of competition.

Upon the analysis of results, one can conclude that competition evolved 
differently across years in Poland. In some years, competition was rather 
high as the H-statistic reached the level of 0.75, which is relatively close to 
perfect competition. In other years, it gradually decreased reaching its lowest 
value in 2010, and showed an upward trend in 2011 and 2012. Generally, 
the values of our competitive environment measure indicate monopolistic 
competition in Poland.

The structure of this paper is as follows. Section 2 presents an overview 
of different approaches in the literature to measure competition in the 
banking industry across the world as well as in the Polish banking market. 
Section 3 provides a description of methodology and data applied in the 
investigation. Section 4 presents the results of an empirical study. Finally, 
Section 5 is a conclusion.

2. Competition intensity measurement -  a literature review

2.1. Measures of competition intensity

The current literature on the measurement of competition is broadly clas­
sified into two major streams (Bikker, 2004; Tabak et al., 2012). One of those 
streams include the so-called structural approaches which are based on the 
structure-conduct-performance (SCP) paradigm and use market structure 
measures such as concentration ratios, number of banks or Herfindahl indices. 
These indicators measure the actual market shares without allowing inferences 
on the competitive behavior of hanks. They are rather crude measures that 
do not take into account the fact that banks with different ownership behave 
differently and that banks might not compete directly with each other in the 
same line of business. Moreover, they do not measure the competitive conduct 
of banks at the margin. Thus, they may not be the most appropriate indicators 
for measuring bank competition (Bikker, 2004; Casu and Girardone, 2006 and 
2009; Schaeck et al., 2009; Carbo-Valverde et al., 2009).

The other stream covers non-structural approaches that have been 
promoted in the so-called New Empirical Industrial Organization (NEIO) 
literature. Within the NEIO framework, there are two main types of econo­
metric methodologies. One of them is the simultaneous equation method, 
which is represented by Bresnahan (1982) and Lau (1982). This method 
estimates the level of competition intensity by simultaneously considering
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supply and demand functions to identify a parameter that measures the 
behaviors of banks. The most challenging issue with this approach is that 
it requires detailed data on bank financials, which are hardly accessible.

The second type of methodology includes approaches in which the 
parameters that reflect the degree of competition in specific markets are 
estimated with the application of bank-level data and specific assumptions 
on the behavior of banks. The Lerner index, Panzar-Rosse H-statistics as 
well as the Boone indicator fall into this part of the literature.

The Lerner index is designed with the assumption that market power 
may also be related to profits, in the sense that extremely high profits may 
be indicative of a lack of competition. This index has been widely used in 
recent bank research (see e.g. Claessens and Laeven, 2004; Maudos and 
Fernandez de Guevara, 2004; Berger et al., 2009; Fiordelisi and Cipolini, 
2012; Fu, 2014) and indicates a bank’s market power by considering the 
difference between price and marginal cost as a percentage of price. The 
degree of competition is given by the range 0< Lerner index < 1. In the case 
of perfect competition, the Lerner index equals 0; under a pure monopoly, 
the Lerner index equals 1. A Lerner index <0 implies pricing below the 
marginal cost and could result, e.g., from non-optimal bank behavior.

The Panzar and Rosse (1987) H-statistics, which measure the reaction 
of output to input prices, gauge the competitive behavior of banks, but 
impose certain restrictive assumptions on banks’ cost function. Specifically, 
under perfect competition, increases in input prices cause total revenue and 
marginal cost to move together while in imperfect competition they do not. 
However, the inference from this measure derived from the profit-maximiz­
ing condition is only valid if the market in question is in the equilibrium. 
Estimates of the H-statistics vary widely, as the studies by Claessens and 
Laeven (2004), Bikker and Spierdijk (2007) and Olivero et al. (2011) show, 
and suffer from a few flaws, as explained in Shaffer (2004).

With respect to the “Boone” indicator or the profit elasticity (PE) model 
for measuring bank competition, this indicator is often seen as a proxy for 
competition, in the sense that the most efficient banks (and therefore the 
most competitive ones) will gain market share at the cost of less efficient 
banks. This measure has gained considerable support recently (Van Leu- 
vensteijn et al., 2007, 2011 and 2013; Van Leuvensteijn, 2008; Schaeck and 
Cihak, 2010; Delis, 2012; Tabak et al., 2012).

While the measures mentioned above have been broadly accepted, there 
is no consensus regarding which is the most suitable indicator for quantify­
ing bank competition (Carbo Valverde et al., 2009). As a matter of fact, 
these measures whose estimation results are presented in different research 
papers often produce divergent conclusions for banking markets of the 
same countries and groups of countries (see e.g. Turk-Ariss, 2010; Bikker 
and Spierdijk, 2010). This diversity in results can be inferred from Table 1, 
which reviews most contemporary literature on competition in the banking
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industry. Generally, the divergence in results may be explained by differences 
in background methodologies and differences in bank data samples used. 
Notwithstanding these discrepancies, it seems that the prevailing competi­
tion model in the banking industry is monopolistic competition.

Study by Period Countries Type of 
approach Results

Nathan 
and Never 
(1989)

1982-1984 Canada
Panzar-
-Rosse
H-statistics

Perfect competition for 1982 
and monopolistic competition 
for 1983 and 1984

Shaffer and
DiSalvo
(1994)

1970-1986 Pennsylvania
(USA)

Panzar-
-Rosse
H-statistics

Duopoly; high competition

Molyneux
(1994) 1986-1989

France, the UK, 
Spain, Germany, 
and Italy

Panzar-
-Rosse
H-statistics

Monopoly in Italy and monopo­
listic competition in the rest of 
countries

Molyneux 
et al. 
(1996)

1986, 1988 Japan
Panzar-
-Rosse
H-statistics

Monopoly in 1986; monopolistic 
competition in 1988

Casu and
Girardone
(2006)

1997-2003 15 European 
countries

Panzar-
-Rosse
H-statistics

Monopolistic competition in 
the EU. Values of H-statistics 
are diversified across countries, 
with the lowest in Greece (0.00) 
and the highest in Luxembourg 
(0.656).

Leuven- 
steijn et al. 
(2007)

1992-2004 The Euro Area Boone
indicator

The Boone indicator for Spain, 
Italy and Germany suggests 
comparatively competitive ban­
king markets while the Dutch 
banking sector takes up inter­
mediate position.

Schaeck 
and Cihak 
(2010)

1995-2005
Two markets: 
European banks 
and US banks

Boone
indicator

In the European sample, the 
Dutch banking system is the 
most competitive, and is follo­
wed by the UK and Switzerland. 
In the US there is a huge diver­
sity of results, with Marshall 
market being the most compe­
titive and Christian Market the 
least competitive.

Turk-Ariss
(2010) 1999-2005

60 developing 
countries: inclu­
ding Africa, East/ 
South Asia and 
Pacific, Eastern 
Europe and Cen­
tral Asia, Latin 
America and the 
Caribbean, and 
the Middle East.

Lemer index 
and funding- 
adjusted 
Lemer index

The conventional Lemer figures 
show varying degrees of market 
power across countries but the 
figures are generally closely ali­
gned across all regions (around 
30% price mark-up over mar­
ginal costs) except for Latin 
America and the Caribbean, 
where the conventional Lemer 
index is as low as 17%. The
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Study by Period Countries Type of 
approach Results

esti mated efficiency and fun­
ding-adjusted Lerner indices 
also vary across countries and 
regions.

Olivero 
et al. 
(2011)

1996-2006
10 Asian coun­
tries and 10 
Latin American 
countries

Panzar-
-Rosse
H-statistics

Most estimates are positive and 
less than 1, which indicates that 
banks in Latin American and 
Asian countries seem to operate 
in a monopolistically competitive 
environment. Exceptions include 
India, Korea and China from 
Asia, and Venezuela from Latin 
America, which are shown to 
have negative values of the PRH 
statistics. This implies a potential 
monopolistic environment or the 
presence of a structural disequili­
brium in their banking markets. 
Banking industries in Latin 
America seem to be more com­
petitive than those in Asia. While 
the sample mean of the PRH 
statistics estimated using the 
static revenue equation is 0.379 
for Latin American banking, it 
is only 0.122 for Asian banking. 
Similarly, while the sample mean 
for the dynamic panel estimation 
is 0.704 for Latin America, it is 
only 0.284 for Asia.

Beck et al. 
(2011) 1994-2009 79 countries Lerner

index
The values of the index are posi­
tive and suggest monopolistic 
competition.

Tabak 
et al. 
(2011)

2001-2008

10 Latin Ame­
rican countries: 
Argentina,
Brazil, Chile, 
Colombia, Costa 
Rica, the Domi­
nican Rep., 
Mexico, Panama, 
Peru, Venezuela

Boone
indicator

The values of the Boone indi­
cator exhibit strong diversity 
and, therefore, the competition 
intensity is very diversified, both 
across countries and over time. 
As there are no available refe­
rence values for specific models 
of competition in the banking 
market, we cannot make any 
inferences on this subject.

Noth
(2011) 1996-2006 Germany Lerner

index
The values of the index are posi­
tive and suggest monopolistic 
competition.

Stavarek
and
Repkova
(2011)

2001-2009 The Czech 
Republic

Panzar-
-Rosse
H-statistics

Highly competitive market 
in the period 2001-2005 and 
monopolistic competition in 
2005-2009.
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Study by Period Countries Type of 
approach Results

Cipol- 
lini and 
Fiordelisi 
(2012)

1996-2009

European coun­
tries: Austria, Bel­
gium, Denmark, 
Finland, France, 
Germany, Gre­
ece, Ireland, Italy, 
the Netherlands, 
Portugal, Spain, 
Sweden, the Uni­
ted Kingdom

Lerner
index

The mean value of the Lerner 
index suggests monopolistic 
competition.

Carbo-Val- 
vedere et 
al. (2012)

1996-2012 23 OECD coun­
tries

Lerner
index

Values of both indices are 
diversified over time and across 
countries, and suggest monopo­
listic competition.

Xu et al. 
(2013) 1996-2008 China

Lerner
index,
elasticity-
-adjusted
Lerner
index,
Boone
indicator

The results for both the tradi­
tional Lerner index and the elas­
ticity-adjusted Lerner index sug­
gest a general increasing level of 
bank competition up to around 
2002 and a decreasing level of 
bank competition afterwards. 
The values of the Lerner index 
indicate monopolistic competi­
tion. In general, the develop­
ment of the yearly PE indicator 
suggests that competitive condi­
tions in Chinese loan markets 
improved, especially after the 
WTO accession in 2001. As for 
the Boone indicator, competi­
tion increased sharply during 
2001-2003 and then declined 
up to 2005. It then intensi­
fied again, followed by a slight 
decrease in 2007 and 2008.

Fu et al. 
(2014) 2003-2010

Asia Paci­
fic countries: 
Australia, China, 
Hong Kong, 
India, Indonesia, 
Japan, Korea, 
Malaysia, Paki­
stan, the Philip­
pines, Singapore, 
Sri Lanka, 
Taiwan, Thailand

Lerner
index and
efficiency-
adjusted
Lerner
index

Values of both indices are 
diversified over time and across 
countries, and suggest monopo­
listic competition. The trend for 
the Lerner index (non-structural 
measure) is descending between 
2005 and 2008, suggesting a 
decrease in pricing power. The 
Lerner index exhibits vary­
ing degrees of market power 
across countries. Singapore has 
the highest efficiency-adjusted 
Lerner index value (0.44) where­
as Taiwan has the lowest value 
(0.22)

Table 1. Review of empirical studies on banking competition. Source: Olszak (2014).
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2.2. Competition intensity in Poland -  the review of empirical evidence

The empirical evidence on the intensity of competition in the Polish 
banking industry is rather scant. The available studies include cross-country 
analyses in which the Polish banking market is one of many other banking 
markets (see e.g. Beck et al., 2004; Claessens and Laeven, 2004; Turk- 
Ariss, 2010; Agoraki et al., 2011; Beck et al., 2013; Mirzaei et al., 2013) 
and only a few papers focus on the Polish banks alone (Pawłowska 2005, 
2010, 2012). These analyses apply a wide range of competition measures, 
from simple market structure indicators, such as concentration ratio or HHI 
(see e.g. Pawłowska, 2012; Mirzaei et al., 2013), to indicators justified in 
the NEIO literature, i.e. the Lemer index (see e.g. Pawłowska, 2012; Turk- 
Ariss, 2010; Agoraki et al., 2012) and the Panzar-Rosse H-statisitcs (see e.g. 
Claessens and Laeven, 2004; Bikker and Spierdijk, 2008; Pawłowska, 2005, 
2010, 2012). The summary of the studies which apply NEIO approaches 
are presented in Table 2.

The results for both the Lemer index and Panzar-Rosse H-statistics show 
varying degrees of market power over the years and suggest monopolistic 
competition in the Polish banking industry. The Panzar-Rosse H-statistics 
have been usually estimated within a regression analysis in which the depen­
dent variable is interest income normalized by total assets or loans (II/A 
or II/L). Generally, it can be seen that the so-called H-statistics developed 
by Panzar and Rosse have been employed in a small number of empirical 
studies on bank competition in Poland (Pawłowska, 2010, 2012).

As can be inferred from Table 2, the estimation techniques applied to 
compute the H-statistics are diversified, and include pooled OLS, GLS 
and GMM. It is worth noting here that the application of the pooled OLS 
estimator to dynamic panel data is controversial as structural parameters 
so obtained are usually biased (Arellano and Bond, 1991; Greene, 2012; 
Baltagi, 2005).

3. Methodology

We use the Panzar-Rosse approach to assess the competitive nature of 
the banking market in Poland. The so-called H-statistic developed by Panzar 
and Rosse has been employed in a small number of empirical studies on hank 
competition in Poland (Pawłowska, 2010, 2012). The H-statistic is defined 
as the sum of the elasticities of a hank’s total revenue with respect to that 
bank’s input prices (Rosse and Panzar, 1977; Panzar and Rosse, 1987; see 
also Turk Ariss, 2010). Under monopoly, the H-statistic should be smaller 
than or equal to zero. In contrast, in the models of monopolistic competi­
tion and perfect competition, the H-statistic should be between 0 and 1. 
Finally, under perfect competition, the H-statistic is equal to 1. Overall, a 
larger H-statistic value indicates a higher degree of competition. Nathan
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and Neave (1989) point out that this interpretation assumes that the test 
is undertaken on observations that are in the long-run equilibrium. We 
therefore also test whether the observations which we apply in our study 
are in the long-run equilibrium.

3.1. Competitive environment test
To approximate the H-statistic empirically, we follow Bikker and Haaf 

(2002), Claessens and Laeven (2004) and Schaeck et al. (2009):

In II_TAit = n + f t  • In AFRit + fa  ' In PPEit +
+ f t  ' In PCEit + fa  ■ controlsit + eit

where:
the subscript i denotes bank i, and the subscript t denotes quarter t;
ln_II_TA -  interest revenue to total assets (this is our proxy for output 

price);
ln_AFR -  average funding rate, i.e. the ratio of interest expenses to total 

assets;
ln_PPE -  price of personnel expenditure is the ratio of personnel expenses 

to total assets (proxy for the price of labor);
ln_PCE -  price of capital expenditure, i.e. the ratio of other operating and 

administrative expenses to fixed assets (proxy for price of fixed 
capital);

controls -  control variables, including: loans to assets ratio (ln_LNS_TA);
stable funding to average liabilities ratio (ln_DPS_F); bank own 
funds to illiquid assets ratio (ln_EQ_TA), non-interest income 
(ln_OI_II).

Eit -  random error

Here, H  — Pi + fa + f t.

We begin with a standard model that takes into consideration the panel 
nature of data, i.e. random effects generalized least squares regression 
(GLS). As an alternative, we consider a fixed effects regression. In 
both models, the same set of explanatory variables was used, selected 
in accordance with the theory and the results of empirical studies 
examined. The choice between fixed effects and random effects models 
may be justified theoretically -  in general, the fixed effects model should 
be used if the differences between individual entities may be captured 
through different constant values in the model, and it is not always 
possible to assume that an individual random effect is uncorrelated with 
the explanatory variables, which is assumed in the random effects model 
(Baltagi, 2005); may be reflected in other empirical studies (authors 
adapting the Panzar-Rosse approach, P-R use fixed effects models);
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may be verified by a statistical test (e.g. Breusch-Pagan and Hausman 
tests).

Bikker et al. (2007) and Bikker et al. (2012) demonstrate that taking 
interest income as a share of total assets, or the inclusion of scaled vari­
ables as explanatory variables, may lead to overestimated competition and 
distorted tests results. Instead, they suggest using unsealed variables, i.e. 
using interest income as the dependent variable. We use the scaled version 
of the H-statistics as we would like to be able to compare our results with 
those of Pawłowska (2010, 2012).

3.2. Equilibrium test

Since the PR model is only valid if the market is in the long-run equi­
librium, we test this assumption by estimating the following equation for 
the banking sector in Poland:

In ROA_TAu = + f t  • In AFRit + f t  • In PPEit + ^
+ f t  • In PCEit + f t  • controlsu + EU y ’

where ROA is the return on assets.

We define equilibrium E-statistics as f t  + f t  + ft. We test whether 
E = 0, using F-test. If rejected, the market is assumed not to be in equilib­
rium. The idea behind this test is that, in equilibrium, risk-adjusted rates of 
return should be equal across banks and returns on bank assets should not 
be related to input prices. This approach to testing whether the observations 
are in the long-run equilibrium has previously been used in the literature 
(see e.g. Shaffer, 1982; Molyneux et al., 1996; Claessens and Laeven, 2004; 
Schaeck et al., 2009).

3.3. Dynamic panel model

An alternative method to estimate the H-statistic by Panzar and Rosse 
is a dynamic model taking into account the lagged endogenous variables. 
The dynamic panel estimation eliminates the need for a market equilibrium 
assumption. This model requires an appropriate estimation procedure due 
to the failure to meet the assumptions of the lack of correlation between 
the explanatory variable and a random component. We use the estimation 
procedure proposed by Arellano and Bond (1991) and its modification 
proposed by Blundell and Bond (1998). This approach involves the 
use of appropriate instruments for the explanatory variables correlated 
with a random component and is optimal for short time dimension 
panels.

In H_TAit = n  + a  • In II_TAit_ 1 + f t  • In AFRit + ^
+ f t  • In PPEit + f t  • In PCEit + f t  ■ controlsit + eit
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3.4. Data

We use very detailed bank level data which can be obtained mainly from 
the Reporting Information System of the National Bank of Poland. The 
System was developed based on the structure of the FTNREP and COREP 
reports recommended by the Committee of European Banking Supervisors 
(currently the European Banking Authority). We use quarterly panel data for 
the years 2008-2012, including 53 domestic commercial banks for which our 
dataset was compiled. Having the aforementioned in mind, it must be noted 
that this source of information, in conjunction with additional information 
which was obtained from Monitor Polski B and from web pages of commercial 
banks, guarantees the highest quality and frequency of data that can be used 
for this kind of analysis. In Tables 3 and 4 we give summary information on 
data used in this research, i.e. descriptive statistics and a correlation matrix. 
Additionally, in Figure A  included in the Appendix we depict distribution 
charts of the dependent variable and main independent variables.

Variable Obs Mean Std. Dev. Min Max
ln_II_TA 963 -4.259 0.466 -6.524 -2.906
ln_AFR 960 -4.911 0.417 -6.845 -3.664
ln_PPE 961 -5.806 0.706 - 8.001 -3.161
ln_PCE 962 0.262 1.022 -1.729 4.274
ln_LNS_TA 967 -0.372 0.328 -2.155 -0.003
ln_DPS_F 957 4.002 0.427 1.895 5.503
ln_EQ_TA 963 2.100 1.352 -0.157 6.874
ln_OI_II 815 3.986 1.253 -1.542 9.603
ln_ROA 768 -0.168 1.061 -5.146 2.601

Table 3. Descriptive statistics. Source: Authors’ calculations.

ln_C_TA ln A F R ln_PPE ln_PCE ln_LNS_TA ln_DPS_F ln_EQ_TA ln_OI_n ln_ROA

ln_n_TA 1.000
ln_AFR 0.661 1.000
ln_PPE 0.644 0.139 1.000
ln_PCE -0.128 - 0.122 -0.199 1.000
ln_LNS_TA 0.260 0.087 0.060 0.313 1.000
ln_DPS_F 0.408 0.342 0.140 -0.262 0.370 1.000
ln_EQ_TA -0.371 -0.327 -0.459 0.662 0.325 -0.186 1.000
ln _O I_n -0.403 -0.051 -0.178 -0.099 -0.368 -0.316 -0.140 1.000
ln_ROA 0.047 -0.134 0.058 0.132 0.107 -0.156 0.146 0.077 1.000
Table 4. Correlation matrix. Source: Authors' calculations.

Problemy Zarządzania vol. 12, nr 4 (48), t. 1, 2014 75



Filip Świtała, Małgorzata Olszak, Iwona Kowalska

4. Estimation results

4.1. Full sample estimation

In this section, we present a full sample estimation of our model speci­
fied following Eq. (l)-(3). In the first step, we show the results of the 
GLS fixed effects estimation. Next, we proceed to an analysis of the long- 
run equilibrium. And in the last step, we show the results of the GMM 
dynamic estimation. Following previous studies estimating the Panzar-Rosse 
H-statistics (Claessens and Laeven, 2004; Pawlowska, 2012), in our paper we 
also apply the conventional OLS technique. However, as the competition 
measures estimated based on OLS are biased, we include these results -  
just for informative purposes, in a table in the Appendix.

4.1.1. GLS full sample estimation

In order to select an appropriate version of the GLS model (i.e. fixed 
or random effects), we have tested the validity of the panel model using 
the Breusch-Pagan test and Hausman test.

The Breusch-Pagan test, based on Lagrange multipliers, rejected the null 
hypothesis of a constant variance, i.e. it must be held that random effects 
are important and that a model of pooled regression should not be built.

The Hausman test assumes that individual effects are independent of 
explanatory variables. If this hypothesis holds, both fixed effect and random 
effect estimators are unbiased but the random effect estimator is considered 
more efficient. In contrast, the rejection of the null hypothesis in favor 
of an alternative means that the fixed effect estimator is consistent or an 
error in the model specification occurred. The Hausman test, comparing 
coefficients estimated by fixed and random effects models, indicates no 
statistically significant difference, thus the assumption of fixed effects should 
be considered correct.

Test H0 Result Probability
Breusch and Pagan 
Lagrangian multiplier 
test for random effects

Var(u) = 0 chibar2(01) = 2292.41 Prob > chibar2 = 0.000

Hausman test
difference in 
coefficients 
not systematic

chi2(7) = 29.41 Prob > chi2 = 0.000

Table 5. Breusch and Pagan Lagrangian m ultiplier test and Hausman test. Source: Authors' 
calculations.

The selected version of the panel model (fixed effects) is presented in 
Table 6 . In the Appendix, we also present the estimation results for our 
baseline model (i.e. with random effects).
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Among the results of estimation, we should focus on the following coef­
ficients -  R2: within = 0.68 means that 68% of the intragroup diversification 
has been explained by the explanatory variables; between = 0.76 means 
that 76% of the differentiation of the endogenous variable between banks 
has been explained by the explanatory variables; overall = 0.74 means that 
74% of the overall differentiation of the endogenous variable has been 
explained by the explanatory variables. The explanation of differentiation 
can be considered satisfactory.

The coefficients in the estimated models are in line with expectations -  
the sign of ln_LNS_TA turned out to be positive in the revenue equation 
-  which can be interpreted as the fact that banks compensate themselves 
for credit risk by surcharges on the lending rate, which increases interest 
income. The influence of ln_DPS_F on interest income is rather unpredict­
able. The ln_EQ_TA has a negative impact on interest income, i.e. lower 
equity ratio implies more interest income. However, capital requirements 
increase as the risk increases, suggesting a positive sign of the coefficient.

In addition, diagnostic tests for the accuracy of the constructed fixed 
effects model were performed. The test for residuals normality -  a graphic 
analysis of the distributions shows a high similarity to the normal distribution 
and the concentration of the residues around zero, which is even higher 
than in a normal distribution (see Figure B in the Appendix). Neverthe­
less, the Jarque-Bera test rejects the hypothesis that the disturbances are 
normally distributed.

Coef. Std. Err. t P >  |t| [95% Conf. Interval]
ln_AFR 0.490 0.016 29.790 0.000 0.458 0.522
ln_PPE 0.148 0.015 9.780 0.000 0.118 0.178
ln_PCE 0.065 0.014 4.560 0.000 0.037 0.093
ln_LNS_TA 0.315 0.027 11.590 0.000 0.262 0.368
ln_DPS_F 0.129 0.020 6.550 0.000 0.090 0.167
Ln_EQ_TA -0.043 0.010 -4.380 0.000 -0.063 -0.024
ln_OI_II -0.050 0.005 -9.410 0.000 -0.060 -0.039
_cons -1.104 0.134 -8.240 0.000 -1.368 -0.841
F(7,749) = 227.12 Prob > F = 0.000
F test that all u i = 0 
F(52, 749) = 34.59 Prob > F = 0.000

Table 6. Estimation of competition intensity using fixed-effects G LS regression. Source: 
Authors’ calculations.

We have also tested the H-statistic for the estimated fixed effect model. 
The null hypothesis Hfe = 0 had to be rejected (F(l, 749) = 670.43 and 
prob = 0.0000) as well as the hypothesis Hfe = 1 (F(l,749) = 119.77 and 
prob = 0.0000). That means that the banking sector in Poland can be 
described as monopolistic competition -  the H-statistic is between 0 and 1.
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The summed values of beta coefficients (i.e. Pi = 0.49, p2 = 0.148, 
p3 = 0.065) give the H-statistic equal to 0.703, suggesting monopolistic 
competition.

4.1.2. Testing for long-run equilibrium

As mentioned in the previous section, the PR model is only valid if 
the market is in the long-run equilibrium. This long-run equilibrium is 
usually tested with a model in which the dependent variable is ROA and 
independent variables are the same as in our baseline model (i.e. Eq.(l)). 
For detailed estimation results of Eq.(2), please refer to Table E included 
in the Appendix. Here we focus only on the conclusions which are derived 
from this test. First, the hypothesis on the long-run equilibrium in the 
Polish banking sector (E = p3 + p2 + p3 = 0) has to be rejected at the 
significance level of 5% (F(l, 608) = 10.92, prob = 0.0010). Second, the 
hypothesis that E  = 1 cannot be rejected (F(l, 608) = 0.54, prob = 0.4647), 
which means that it cannot be stated that H  <0 and there is no long-run 
equilibrium. However, as argued by Matthews et al. (2007), the restriction 
that E = 0 (i.e. market equilibrium) is necessary for the perfect competition 
case, but not for the monopolistic competition case, which is typical of the 
Polish banking sector (see also Stavarek and Repkova, 2011).

Although the results suggest that over the whole estimation period the 
market was not in equilibrium, we cannot reject this hypothesis for the sub­
periods. For particular years, the hypothesis that E =  0 cannot be rejected 
(see Thble 7).

Year Test Probability
2008 F(l, 92) = 0.61 prob = 0.435
2009 F(l, 69) = 0.86 prob = 0.358
2010 F(l, 86) = 0.23 prob = 0.635
2011 F(l, 89) = 0.21 prob = 0.651
2012 F(l, 85) = 4.70 prob = 0.033

Table 7. Equilibrium test for sub-periods. Source: Authors' calculations.

4.1.3. Dynamic estimation
Due to the fact that our dataset exhibits dynamic features, we follow the 

procedure developed by Arellano and Bond (1991) and further elaborated 
by Blundell and Bond (1998) and estimate Eq.(3) which includes a lagged 
dependent variable. Our results of estimation of the dynamic panel model 
with the lagged dependent variable are shown in Table 8 below.

As the quality of estimators in the dynamic GMM model depends on 
several tests, we conduct such testing (see Table 9). The first is the Arel- 
lano-Bond test regarding autocorrelation of residuals. We find that there
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is no reason to reject the null hypothesis of absence of autocorrelation. 
The other is the Sargan test of overidentifying restrictions, which checks 
whether orthogonality conditions have been sufficiently met. The Sargan 
test suggests proper application of the instruments.

Coef. Std. Err. t P > |t | [95% Conf. Interval]
ln_II_TA LI. 0.081 0.023 3.550 0.000 0.036 0.125
ln_AFR 0.534 0.021 25.440 0.000 0.492 0.575
ln_PPE 0.211 0.013 16.790 0.000 0.187 0.236
ln_PCE -0.015 0.008 -1.760 0.078 -0.031 0.002

ln_LNS_TA 0.140 0.020 6.990 0.000 0.100 0.179
ln_DPS_F 0.054 0.025 2.150 0.032 0.005 0.103
ln_OI_II -0.046 0.006 -7.600 0.000 -0.058 -0.034
_cons -0.027 0.183 -0.150 0.882 -0.386 0.332
Wald chi2(7) = 4521.51 Prob > chi2 = 0.000

Table 8. Estimation of competition intensity using two-step GMM (Arellano-Bond /  Blundell- 
Bond). Source: Authors’ calculations.

Test H0 Result Probability

Arellano-Bond test for 
zero autocorrelation in 
first-differenced errors

no
autocorrelation

1: z = -2.445 
2: z = -0.652 
3: z = -0.872 
4: z = 0.627

1: 0.015 
2: 0.515 
3: 0.383 
4: 0.530

Sargan test of 
overidentifying 
restrictions

overidentifying 
restrictions are 
valid

chi2(35) = 43.106 Prob > chi2 = 0.163

Table 9. Arellano-Bond test and Sargan test. Source: Authors’ calculations.

Due to the fact that the model was estimated using a two-step proce­
dure, errors of estimators can be biased, so the one-step procedure has 
been used to ensure the accuracy of standard errors. This action resulted 
in elimination of potential bias of the results. The analysis of the coef­
ficients determined following two-step and one-step methods leads to the 
conclusion that all used variables are statistically significant1.

Following previous research mentioned in this paper, we test the H-sta- 
tistics for our dynamic panel model. The null hypothesis H 2steP = 0 had to 
be rejected (Chi2(l) = 910.80 and prob = 0.0000) as well as the hypothesis 
H 2step = \  (Chi2( l)  = 154.83 and prob = 0.0000). This confirms earlier 
results that the banking sector in Poland can be described as monopolistic 
competition due to the fact that the values of H-statistics are between 0 
and 1.
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4.2. Developments of the Panzar-Rosse H-statistics over time.

In this section, we present the results of the Panzar-Rosse H-statistics 
estimation by year to consider the time evolution of competition. Tables 10 
and 11 show the H-statistics for Polish commercial banks in the consecutive 
years 2008-2012, obtained using three different estimation methods (FE GLS, 
two-step GMM and one-step GMM).

Estimation technique: FE GLS

Dep.var: ln_II_TA 2008-2012 2008 2009 2010 2011 2012

ln_AFR 0.490 0.478 0.595 0.350 0.548 0.622
(29.79)*** (10.01)*** (11.98)*** (7.29)*** (12.95)*** (12.03)***

ln_PPE 0.148 0.146 0.005 0.086 0.075 0.115
(9.78)*** (4.66)*** (0.09) (2.83)*** (2.34)** (3.19)***

ln_PCE 0.065 -0.064 0.032 0.016 0.064 -0.015
(4.56)*** (-2.39)** (0.61) (0.59) (2 .21)** (-0.51)

ln_LNS_TA 0.315 -0.014 0.384 0.319 0.368 0.213
(11.59)*** (-0 .22) (4.51)*** (4.77)*** (4.97)*** (3.03)***

ln_DPS_F 0.129 -0.003 0.023 0.484 -0.087 -0.060
(6.55)*** (-0.06) (0.29) (4.15)*** (-0.81) (-0.49)

ln_EQ_TA -0.043 0.067 0.179 0.080 0.041 -0.005
(-4.38)*** (1.22) (2.27)** (1.31) (0.95) (-0.15)

ln_OI_TA -0.050 -0.014 -0.064 -0.013 -0.037 -0.044
(-9.41)*** (-1.66)* (-5.39)*** (-1.46) (-3.43)*** (-5.52)***

cons
-1.104 -1.081 -1.377 -4.012 -0.538 -0.009

(-8.24)*** (-2.65)*** (-2.54)** (-6.80)*** (-0.89) (-0 ,02)

R ~ 2
within 0.680 0.532 0.641 0.519 0.763 0.783
between 0.762 0.523 0.144 0.476 0.478 0.697
overall 0.737 0.049 0.147 0.476 0.480 0.660

Wald Test [F test]
227.12

[p=0 .000]
18.64

[p=0 .000]
28.10

[p=0 .000]
16.65

[p=0.000]
49.72

[p=0.000]
54.21

[p=0.000]

F test [of 
significance of 
individual effects]

34.59 33.92 15.27 62.81 38.89 54.70
[p=0 .000] [p=0 .000] [p=0 .000] [p=0.000] [p=0.000] [p=0.000]

Hfe = f t  + p2 + f t 0.703 0.560 0.631 0.452 0.687 0.722
HO: Hfe = 0 670.43 97.25 77.76 54.04 156.44 205.13

Test F [p=0 .000] [p=0 .000] [p=0 .000] [p=0.000] [p=0.000] [p=0.000]

HI: Hfe = 1 119.77 59.87 26.50 79.14 32.48 30.43
Test F [p=0 .000] [p=0 .000] [p=0 .000] [p=0.000] [p=0.000] [p=0.000]
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Estimation technique: two-step GMM
Dep.var: ln_II_TA 2008-2012 2008 2009 2010 2011 2012

ln_II_TA
LI.

0.0808
(3.55)***

-0.034
(-0.24)

-0.038
(-0.52)

0.322
(4.53)***

0.060
(0 .66)

-0.003
(-0.04)

ln_AFR 0.534
(25.44)***

0.616
(7.87)***

0.612
(11.70)***

0.478
(11.72)***

0.567
(15.87)***

0.540
(11.22)***

ln_PPE 0.211
(16.79)***

0.164
(3.49)***

0.170
(3.41)***

0.134
(3.52)***

0.159
(4.19)***

0.156
(3.81)***

ln_PCE -0.015
(-1.76)*

-0.015
(-0.38)

- 0.020
(-0.44)

0.000
(0 .01)

-0.004
(-0.14)

-0.023
(-1.09)

ln_LNS_TA 0.140
(6.99)***

0.094
(0 .86)

0.176
(1.85)*

0.200
(4.22)***

0.311
(4.62)***

0.162
(2.80)***

ln_DPS_F
0.054

(-2.15)**
-0.422

(-2.13)**
-0.008
(-0.13)

-0.000
(-0 .00)

-0.060
(-1.20)

-0.153
(-2.28)**

ln_OI_TA -0.046
(-7.60)***

- 0.020
(-2 .12)**

-0.061
(-4.45)***

-0.003
(-0 .21)

- 0.002
(-0.28)

-0.052
(-4.07)***

cons -0.027
(-0.15)

1.324
(0.93)

-0.126
(-0.13)

0.371
(0.85)

0.113
(0 .20)

0.232
(0.54)

Wald Test [x2] 4521.51
[p=0 .000]

135.85
[p=0 .000]

328.98
[p=0 .000]

594.26
[p=0.000]

1309.88
[p=0.000]

306.41
[p=0.000]

H2step = p1 + p2 + fa 0.730 0.765 0.761 0.612 0.722 0.673
HO: Hlstep = 0

X2 Test
1086.45

[p=0 .000]
49.51

[p=0 .000]
102.33

[p=0 .000]
103.51

[p=0.000]
151.30

[p=0.000]
112.19

[p=0.000]

HI: H2step = 1
X2 Test

148.66 
[p=0.0302]

4.70 
[p=0.0302]

10.04
[p=0.0015]

41.46
[p=0.000]

22.50
[p=0.000]

26.54
[p=0.000]

Estimation technique: one-step GMM

Dep.var: ln_II_TA 2008-2012 2008 2009 2010 2011 2012
ln_II_TA
LI.

0.098
(4.07)***

0.156
(1.06)

0.004
(0.07)

0.320
(5.68)***

0.048
(0.63)

0.042
(1.13)

ln_AFR 0.529
(31.94)***

0.690
(9.40)***

0.581
(13.71)***

0.529
(10.23)***

0.554
(16.56)***

0.546
(15.30)***

ln_PPE 0.201
(14.93)***

0.247
(5.18)***

0.178
(4.51)***

0.135
(3.90)***

0.119
(5.72)***

0.167
(6.61)***

ln_PCE - 0.022
(-1.94)*

-0.011
(-0.27)

-0.095
(-3.07)***

0.012
(0.29)

-0.009
(-0.46)

-0.025
(-1.15)

ln_LNS_TA 0.157
(5.35)***

0.071
(0.73)

0.197
(2.38)**

0.152
(1.75)*

0.418
(8.26)***

0.129
(1.93)*
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Estimation technique: one-step GMM
Dep.var: ln_II_TA 2008-2012 2008 2009 2010 2011 2012

ln_DPS_F 0.079
(3.70)*"

-0.217
(-1.42)

0.025
(0.39)

0.046
(0.95)

-0.050
(-1.20)

-0.203
(-3.41)***

ln_OI_TA -0.048
(-10.33)***

- 0.010
(-0.83)

-0.065
(-6.08)***

-0.018
(-1.68)*

0.012
(1.19)

-0.052
(-6.71)***

cons -0.127
(-0.96)

2.081
(1.58)

-0.140
(-0.40)

0.479
(1.47)

-0.276
(-0.75)

0.686
(2.30)"

Wald Test [x2]
3491.58

[p=0 .000]
203.73

[p=0 .000]
688.42

[p=0 .000]
845.68

[p=0.000]
625.60

[p=0.000]
561.37

[p=0.000]

Hlstep = fa + + fa 0.708 0.925 0.663 0.675 0.664 0.688
HO: Hlstep = 0

X2 Test
910.80

[p=0 .000]
139.94

[p=0 .000]
88.64

[p=0 .000]
81.46

[p=0.000]
374.97

[p=0.000]
285.89

[p=0.000]

HI: Hlstep = 1
X1 Test

154.83
[p=0 .000]

0.91 
[p=0.3392]

22.80
[p=0 .000]

18.81 
[p=0.000]

95.69
[p=0.000]

58.83
[p=0.000]

Note: this table presents Panzar-Rosse H-statistics that depend on time and are calculated 
with application of FE-GLS, two-step GMM and one-step Arellano and Bond GMM 
estimators. Under monopoly, the H-statistic should be smaller than or equal to zero; 
in the models of monopolistic competition, the H-statistic should lie between 0 and 1; 
under perfect competition, the H-statistic is equal to 1. Overall, a larger H-statistic value 
indicates a higher degree of competition. H2step denotes the Panzar-Rosse H-statistics 
calculated for consecutive years 2008-2012. pb (32> and P3 are elasticity coefficients of 
input prices, i.e. price of deposits, labor and capital, respectively. This table reports 
coefficients and t-statistics (in parentheses), with *, ", *”  representing significance at 
10%, 5% and 1%, respectively.

Table 10. Developments of the Panzar-Rosse H-statistics over time.

Since each of those estimation techniques has some specific advantages 
and disadvantages, we take the average of the three estimates as our measure 
of competition intensity in Poland (see Table 11). Such a procedure has 
also been applied by Claessens and Laeven (2004:571). Upon the analy­
sis of these results, one can conclude that competition evolved differently 
over the years in Poland. In some years, competition was rather high as 
the H-statistic reached the level of 0.75, which is relatively close to per­
fect competition (in 2008). Then it gradually decreased reaching its lowest 
value in 2010, and slightly increased since then. Generally, the values of 
our competitive environment measure indicate monopolistic competition in 
Poland. Therefore, our results are close to those presented in other stud­
ies (see e.g. Pawłowska, 2005, 2010, 2012 and Bikker and Spierdijk, 2010).

If we look at macroeconomic background in Poland in 2008-2012, we 
find that the values of the H-statistic are affected by GDP growth -  but 
with a one year lag. In particular, they have the highest level in 2008, a year 
after 2007, when the Polish economy was booming (i.e. GDP growth was
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Type of H-statistics 2008 2009 2010 2011 2012
Hfe = f t  + f t  + f t 0.560 0.631 0.452 0.687 0.722
Hlstep = f t  + f t  + f t 0.765 0.761 0.612 0.722 0.673
Hlstep = f t  + f t  + f t 0.925 0.663 0.675 0.664 0.688
H-avemge 0.750 0.685 0.580 0.691 0.694

Note: this table presents Panzar-Rosse H-statistics that depend on time and are calculated 
with application of FE GLS (Hfe), 2-step GMM (H2step) and 1-step GMM (Hlstep) 
estimators. Under monopoly, the H-statistic should be smaller than or equal to zero; in 
the models of monopolistic competition and perfect competition, the H-statistic should 
lie between 0 and 1; under perfect competition, the H-statistic is equal to 1. Overall, 
a larger H-statistic value indicates a higher degree of competition. Hfe denotes the 
Panzar-Rosse H-statistics calculated for consecutive years 2008-2012. ft, ft, and p3 are 
elasticity coefficients of input prices, i.e. price of deposits, labor and capital, respectively.

Table 11. Developm ents of the Panzar-Rosse H-statistics over time -  average competition 
indicator.

as high as 7.2). The H-statistic reached its borderline in 2010, a year after 
GDP growth was the lowest. It started to increase 2011 with a one year lag 
in comparison to GDP. As the GDP was growing in 2011, the competition 
intensity also increased in 2012, with the H-statistic reaching the value of
0.694. Overall, the correlation coefficient between lagged GDP growth and 
H-statistics is around 0.87. This linear relationship indicates that, on the 
one hand, competition may be affected by GDP growth, increasing as GDP 
increases. On the other hand, the GDP growth may also be influenced by the 
competition intensity. One might say that increased competition in a given 
year results in decreased GDP growth in the subsequent year (see Thble 12).

Year
2007 2008 2009 2010 2011 2012 2013

GDP growth 7.2 3.90 2.60 3.70 4.80 1.80 1.7
H-statistics 0.75 0.69 0.58 0.69 0.69
Correlation coefficient 
(GDP lagged and H-statistics) 0.869

Correlation coefficient 
(GDP and H-statistics lagged) -0.723

Table 12. Annual real GDP growth in Poland in 2007-2013 and correlations between lagged  
G D P and H-statistics. Source: Polish  Central Statistical O ffice and authors' calculations.

5. Conclusions and discussion
this paper presents estimates of competition in the bank loan market in 

Poland using a well grounded approach introduced by Panzar and Rosse 
(1987) and developed in many studies.
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Upon the analysis of results, one can conclude that competition evolved 
differently over the years in Poland. Our study finds that quantitative estima­
tion of competition is sensitive to the econometric specification technique in 
consecutive years 2008-2012. However, on average, the competition intensity 
in 2008-2012 may be described as monopolistic competition.

Our results further show that competition may be affected by macro- 
economic environment. This impact is visible with a lag as GDP growth 
in a given year is positively correlated with the H-statistic in the subse­
quent year. Thus our result is in line with the stylized fact that favorable 
macroeconomic conditions stimulate competition in the hank loan market.

As increasing competition may be related with excessive bank risk taking, 
with its negative consequences for financial stability, this highly competitive 
banking market might endanger economic growth in the years that follow. 
The analysis of the correlation coefficient between lagged H-statistics and 
GDP growth seems to support this view as it leads to the conclusion that 
increased competition in the banking sector in a given year is associated 
with decreased economic growth in the subsequent year. This result, as 
well as the result given in the previous paragraph, should be interpreted 
with caution due to the correlation method applied. In particular, to make 
inferences about the structural relationship between bank competition and 
economic growth, further research should apply a regression analysis, pref­
erably with the application of a data set covering at least a full business 
cycle for a larger sample of countries.
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Appendix

ln_n_TA 2008-2012 2008 2009 2010 2011 2012

ln_AFR
.4977472

(28.28)***

.4163619

(6.86)***

.5097404

(10.88)***

.5243275

(12.04)***

.5234264

(11.92)***

.5354117

(12.08)***

ln_PPE
.2759675

(24.01)***

.241172

(10.04)***

.1879862

(7.29)***

.3236799

(11.87)***

.3339405

(13.46)***

.3693754

(13.73)***

ln_PCE
.0049034

(0.53)

.0125971

(0.67)

-.0144745

(-0.69)

.0226756

(0.97)

-.0090615

(-0.42)

-.0699899

(-3.18)***

ln_LNS_TA
.2335461

(7.94)***

.2041374

(2.91)***

.4390757

(6.54)***

.1296609

(1.79)*

.1950818
(2 9 7 )..«

.2361077

(3.36)***

ln_DPS_F
.0468171

(2.45)**

.0767887

(2.35)***

-.0170417

(-0.35)

.1180823

(2.13)**

-.0040451

(-0.07)

-.1662703

(-2.66)***

I n E Q T A
-.0184791

(-2.34)**

-.0186218

(-1.28)

-.0486098

(-2.68)***

.0011085

(0.05)

-.0096219

(-0.53)

.0189863

(0.99)

I n O T T A
-.0753027

(-13.25)***

-.0618512

(-5.53)***

-.0999108

(-7.87)***

-.0642954

(-5.23)***

-.0863154

(-6.20)***

-.089875

(-6.47)***

Cons
.0364708

(0.25)

-.7211764

(-1.89)*

.0358204

(0.09)

.0506134

(0.12)

.7442485

(1.76)*

1.631984

(3.69)***

R ~ 2 0.8004 0.7346 0.8110 0.8343 0.8385 0.8195

Wald Tbst [F test]
458.77

[p=0.000]

63.66

[p=0.000]

96.22

[p=0.000]

109.30

[p=0.000]

112.74

[p=0.000]

95.33

[p=0.000]

Hfe =  f t  +  f t  +  f t 0.778618 0.670131 0.683252 0.870683 0.848305 0.834797

HO: Hfe =  0

Test F

1391.88

[p=0.000]

113.48

[p=0.000]

163.44

[p=0.000]

297.39

[p=0.000]

341.07

[p=0.000]

343.41

[p=0.000]

H I: Hfe =  1

Test F

112.52

[p=0.000]

27.50

[p=0.000]

35.12

[p=0.000]

6.56

[p=0.0114]

10.91

[p=0.0012]

13.45

[p=0.0003]

Note: this table presents Panzar-Rosse H-statistics that depend on time and are calculated 
with application of the OLS estimator. Under monopoly, the H-statistic should be 
smaller than or equal to zero; in the models of monopolistic competition and perfect 
competition, the H-statistic should lie between 0 and 1; under perfect competition, 
the H-statistic is equal to 1. Overall, a larger H-statistic indicates a higher degree 
of competition. Hfe denotes the Panzar-Rosse H-statistics calculated for consecutive 
years 2008-2012. p1; p2, and p3 are elasticity coefficients of input prices, i.e. price of 
deposits, labor and capital, respectively. This table reports coefficients and t-statistics 
(in parentheses), with *, **, *** representing significance at the 10%, 5% and 1%, 
respectively.

Table A. Estimation of competition intensity using O LS regression -  full sample results and 
developments of H-statistics over years 2008-2012.
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